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Abstract. Researchers that study Human-Like computing mainly aim
to understand how systems can emulate human cognitive performance.
However, when Human-Like systems are designed for sharing economy
applications in which humans have to collaborate in order to achieve a
desired task, there are several problems that needs to be addressed before
asking how cognitive performance of a single human can be emulated.
In this paper, we highlight these problems, provide examples related to
the ridesharing scenario, and introduce how we approach these problems
and which techniques we are using to tackle them.

One of the main aims of research in the Human-Like Computing area is to
understand how a machine can emulate human cognitive performance. How-
ever, in sharing economy applications, i.e., in scenarios where humans have to
collaborate in order to achieve a desired task, the first problem a Human-Like
intelligent system needs to solve is to understand whose human performance it
should emulate and toward which criteria it should aim to perform optimally.

Consider for example the ridesharing scenario in which the aim of an intelli-
gent system is to group in rides drivers and commuters with matching require-
ments, while also working toward some global objective, e.g. increasing average
occupancy of passenger vehicles. For each user, there may exist several feasible
alternatives over which she or he has preferences. Given this, the system cannot
emulate the performance of each single user because their preferences may be
in conflict and collective goals, like maximising the number of rides, may not be
achievable if the system is optimal for single users. Thus, there is the need to
understand which principles would drive the decision making process of a human
that has to divide her or his peers into groups.

In doing this, there are two critical factors that we should consider. The first
one is that users may have different opinions about the collective goal the system
should try to achieve. For example, assume that the system want to achieve
fairness among users as collective goal. If passengers have different opinions about
what would make fair rides, which criteria the system should try to optimise in
order to achieve fairness? The second factor is that, even if every drivers and
commuters in the ridesharing system aims to find peers to share a ride with, each
of them may have different preferences about rides and thus they would try to
obtain the best ride for themselves. For example, a user may prefer rides whose
pick-up point is closer to his/her location, another user may be more flexible
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about pick-up location and care more about the departure and arrival time, and
another user main concern may be to get the ride with the lowest price.

Furthermore, if we can safely assume that the system wants to be flexible in
order to account for user diversity. the first step to do in order to achieve this
goal, is to provide users with options among which each of them is free to choose
his/her preferred one. However, due to the combinatorial nature of solutions
of sharing economy applications and the fact that each user should be able
to choose the option he/she prefers independently of other users’ choices, it is
possible that the choices, collectively, leads to infeasible or undesirable solutions.
For example, consider the following ride sharing scenario characterized by three
passengers, p1, p2, and p3. The system provides each of them with three options:
to share the ride with one of the other passengers or to ride alone. Now assume
that passengers p1 chooses the ride with p2, p2 chooses the ride with p3, and p3
chooses the ride with p1. The collective of these choices lead to an undesirable
solution because none of the passengers gets a ride even if there exist solutions,
like p1 and p2 share a ride while p3 does not share it, that would allow all
passengers to get one. To avoid or mitigate this problem, the system should
provide guidance to users during the selection process. Essentially, it is desirable
for a human-like intelligent system to be able to support users coordination such
that good solutions are achieved without explicitly involving the users in the
decision and coordination process.

The ridesharing example points out some of the open questions that arise
when Human-Like Computing systems are introduced in scenarios like the one
of shared service where humans need to cooperate in order to achieve a common
goal even if each of them may have different requirements and preferences. These
questions are the ones we are studying and addressing as part of the SmartSoci-
ety project where particular attention has been given to the elicitation of users
preferences, the generation of a set of solutions that take into account both col-
lective and individual users goals, and the way in which these solution are recom-
mended to users. In our current work (whose preliminary results are presented
in [1]), we aim to design a recommender system that models human diversity
and uncertainty of human behaviour while addressing the problems highlighted
before.

In particular, we identify two macro problems. The first one is the multi-
criteria optimization problem [3] due to the fact that the system needs to ac-
count for user diversity and thus needs to balance multiple, often contrasting,
objectives. In particular, we focus our attention on two categories of contrasting
objectives: the objective of a system that aims to optimise for the collective of
users (e.g., maximising the number of users who assigned to a ride and their
overall satisfaction with it), and the objective of a system that aims to be fair
with all users (e.g., maximising the satisfaction of the unhappiest user or to
equally satisfy the users). The approach we are using to address this problem
consist in designing a flexible and general system that allows the designer to (i)
explicitly control the trade-off between different objectives and (ii) change the
objectives without the need to modify the all system.
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The second problem we aim to address in our current work is the one of
provide guidance to users during the selection process. This, can be seen as a
coalition formation problem [5] and incentives can be provided to users who
otherwise would reject a suggested coalition. In particular, incentives are de-
signed with the purpose to modify user satisfaction for the proposed options
such that all users prefer a collectively good solution. It is possible to obtain this
effect with techniques like intervention [4] and the promise of future rewards
or discount (i.e., techniques that provide explicit incentives) or with techniques
and mechanisms from the game theory literature like cost of stability [2] and
taxation [7] (i.e., techniques that provide implicit incentives).

In our current work we focus on the latter type of techniques. More in details,
we compute the optimal taxation, i.e., the minimum amount of taxation needed
such that each user (strictly or with a chosen probability) prefers a collectively
good solution to the other offered options. Note that the computation of such
optimal taxation depends on the user response model, i.e., how a user selects
an option among several ones, and in our work we consider the three main
models studied in the literature: noiseless model, constant noise model, and logit
model [6]. The empirical analysis done so far shows that our approach improves
the optimization of conflicting objectives and the implicit user coordination with
respect to a benchmark that focuses only on the optimization of one objective
and a benchmark that does not offer options to users who, in turn, reject the
proposed solution if their satisfaction is not above a given threshold.
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