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In the late 1980s Donald Michie proposed three criteria to evaluate ma-
chine learning systems [2]: The weak criterion demands that a system
improves its performance on unseen data based on learning from a sam-
ple of data; the strong criterion additionally requires that the system is
able to communicate the learned hypotheses in explicit symbolic form; the
ultra-strong criterion requires furthermore that the user comprehends the
system’s output and its possible consequences. Standard machine learning
only addresses the weak criterion, that is, that learning can be performed
with high predictive accuracy. Symbolic, white box learning approaches
such as inductive logic programming (ILP, [4]) fulfill Michie’s strong cri-
terion. However, it is an open question what types of symbolic hypotheses
fulfill the ultra-strong criterion, that is, whether humans are able to com-
prehend the learned rules, draw the intended consequences and can make
use of these rules in their operational context.

As a first step to explore this question, we identified characteristics of
logic programs which might affect their comprehensibility:

– the understandability of the predicate names and
– the complexity of the program.

We assume that understandability is higher for ’public’ predicate sym-
bols, that is, names related to well-known concepts such as father(X,Y)
in contrast to ’anonymous’ predicate symbols such as p1(X,Y). Complex-
ity of a Prolog program can be characterised by its textual complexity
(number of symbols) as well as by its structural complexity (e.g. whether
the definition is recursive).

Definitions of predicates in Prolog typically make use of previously
introduced predicates. For example, the grandparent definition usually is
based on father and mother predicates (see Figure 1) which are used to
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; grandparent without invented predicate
p(X,Y) :- father(X,Z), father(Z,Y).
p(X,Y) :- father(X,Z), mother(Z,Y).
p(X,Y) :- mother(X,Z), mother(Z,Y).
p(X,Y) :- mother(X,Z), father(Z,Y).

; grandparent with invented predicate
p(X,Y) :- p1(X,Z), p1(Z,Y).
p1(X,Y) :- father(X,Y).
p1(X,Y) :- mother(X,Y).

; greatgrandparent without invented predicate
p(X,Y) :- father(X,U), father(U,Z), father(Z,Y).
p(X,Y) :- father(X,U), father(U,Z), mother(Z,Y).
p(X,Y) :- father(X,U), mother(U,Z), father(Z,Y).
p(X,Y) :- father(X,U), mother(U,Z), mother(Z,Y).
p(X,Y) :- mother(X,U), father(U,Z), mother(Z,Y).
p(X,Y) :- mother(X,U), father(U,Z), father(Z,Y).
p(X,Y) :- mother(X,U), mother(U,Z), mother(Z,Y).
p(X,Y) :- mother(X,U), mother(U,Z), father(Z,Y).

; greatgrandparent with invented predicate
p(X,Y) :- p1(X,U), p1(U,Z), p1(Z,Y).
p1(X,Y) :- father(X,Y).
p1(X,Y) :- mother(X,Y).

Fig. 1. Definition of the grandparent and the greatgrandparent relation without and
with an invented predicate p1 which can be interpreted as parent relation.

introduce a family domain as a list of facts. In addition, further predi-
cates might be introduced to structure Prolog programs – for example, a
predicate parent(X,Y) which holds if X is either father or mother of Y .
Some ILP systems allow that such predicates are invented during learning
[3].

Hypotheses constructed with such an ILP system which include in-
vented predicates might decrease or increase textual complexity and it
might be easy to assign a meaningful name to an invented predicate or
not. That is, usage of invented predicates might impact understandability
as well as complexity of learned programs. For example, the grandparent
definition given in Figure 1 has a larger textual complexity without the
use of an invented predicate. We assume that if the anonymous sym-
bol p1(X,Y) is recognized as representing a parent relation, this second
version of grandparent should be easier to understand. For the great-
grandparent definition also given in Figure 1, the difference in textual
complexity is even more pronounced.

We defined a logic program to be comprehensible if participants showed
high accuracy when classifying new material sampled from the same do-
main. The domain was given as a family tree and participants had to
answer questions such as What is the result of grandparent(mary, jo)?.

Results indicate that comprehensibility is affected by the textual com-
plexity of the programs and also by the existence of anonymous predicate
symbols. Details are given in [1]. For all tested programs, accuracy was
significantly higher if participants could correctly name the anonymous
predicates. Furthermore, we could partially confirm the hypothesis that
predicate invention helps comprehensibility if it decreases textual com-
plexity: We did not find an effect for the grandparent problem where
predicate invention reduced complexity by one rule. However, differences
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in accuracy were marginally significant for the greatgrandparent problem
where predicate invention reduces the number of rules from eight to three.

Since the empirical results are rather promising with respect to Michie’s
strong criterion, as a next step we are preparing follow-up experiments
where the full scenario of explainable machine learning is explored. While
in the first experiments, participants were immediately presented with a
logic program, in the next experiments, participants first are presented
with the learning problem and have to try to formulate a hypothesis.
Afterwards, they are presented with a hypothesis learned by the system.
Comprehensibility is tested after the first and after the second phase.

White box learning approaches such as ILP and also inductive func-
tional programming [5] in general have a greater chance than standard
machine learning approaches to meet Michie’s claims and to produce hu-
man understandable hyphotheses. Nevertheless, in our opinion empirical
research with human participants might help to further improve such
symbolic learning approaches with the goal to allow increasingly natural
interaction of learning systems and humans.
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