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Abstract. Long-term temporal structures as exhibited in music are dif-
ficult to model in machine intelligence and learning. Although symbolic
and sub-symbolic models have been created, the problem is still far from
solved. The integration of signal analysis and higher-level symbolic cog-
nition, which is natural to humans, is still a challenge in computational
systems. Approaches combining generation and analysis have recently
attracted more attention and shown positive potential. The case is made
for music perception, cognition, and generation as a phenomenon and
modelling task that exemplifies the need for human-like computing and
has the advantage of presenting it in a form that is largely independent
of external reference systems.
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1 Introduction

An important feature of human perception, cognition, and action is that they are
temporal processes and that their objects typically have temporal dimensions. In
some areas, like much of mathematics, the temporal dimension is less relevant,
and in others, like natural language, relatively little modelling of time is needed,
as much of syntax and semantics is time independent. In music, however, the
specific temporal design and performance are essential to the experience of music
and its syntactic structure, while there is very little referential semantics. Music
thus presents the interesting problem of modelling temporal structure that is
mainly determined by human perception, cognition and generation.

Music analysis and generation have long been a topic of interest to machine
intelligence research, since early works such as the Illiac Suite of 1957 [10].
Especially in the last 15 years much progress has been made in audio-based
music information retrieval (see [11] for an overview). Although classification
techniques and recommender systems have been developed and refined, their
performance has hit so-called glass ceilings and there are many aspects of music
that current automatic systems do not capture successfully [13], in particular the
temporal structure of repetition, similarity, and variety and their development. In
music generation, this problem of generating temporal musical structure became
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already apparent since the 1960s, as summarised in [2], and is still considered
generally an open problem [9].

2 Symbols and Sub-symbolic Models

Human perception, cognition, and generation of music involves the signal level,
the perception of sound, and the symbolic level, the cognition in terms of notes,
chords and temporal structures. For human music listeners and players, the
integration of signal and symbol level is natural and intuitive. On the other
hand, the automatic extraction of symbolic musical elements is still considered
an open problem [1]. Some models of dependencies between these levels have
been developed (e.g. [12]), but there is no generally agreed approach.

In this context, it is an interesting observation that most music listeners have
no musical training and are typically unable to write music or describe music in
symbolic representations. This suggest that a symbolic representation may not
be necessary to perform some musical tasks. This approach has been followed
in much of Music Information Retrieval, where the recognition of high-level fea-
tures, such as genre or artist is often modelled based on engineered feature values
that are extracted from the audio, without any symbolic representation [5]. More
recently methods have been proposed that work without engineered features and
instead operate directly on a time-frequency representation or even the raw audio
signal [3]. This approach has very recently also been applied to the generation of
audio signals from a machine learning system [4]. However, the glass ceilings still
apply for many tasks, which may be related to the lack of symbolic information
and background knowledge.

3 Analysis and Generation

Humans with musical experience can produce music that has recognisable tem-
poral structure so that listeners familiar with a style can intuitively recognise the
themes, variations, and development during a piece of music. It is a characteris-
tic property of human learning and intelligence that knowledge and performance
develop in the interplay between perception, cognition, and production of music
and other human activities, such as language, sports, or visual art. Therefore
we need to consider the relation of generation and analysis and their interac-
tion to enable intelligent systems to learn relevant concepts and structure from
limited data, which often the case in music, in particular for longer temporal
structures. An interesting related approach in machine learning is that of adver-
sarial generative nets [6], where a model generates adversarial examples, which
can improve classification models [7]. This approach is successful at improving
classifiers and generators, but it still remains to be see it could be effective for
long term temporal structures.

Specifically music generation has recently attracted attention, e.g. in Googles
project Magneta [8], acknowledging the problem of long-term temporal struc-
ture. However, the long-term structure is typically still created using existing
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templates, which clearly falls short of the intelligence and creativity exhibited
by humans.

4 Conclusions

Human-like performance by machines analysing and generating temporal struc-
tures requires the development of flexible models for hierarchical structure that
can connect short-term and long-term aspects. The integration of sub-symbolic
and symbolic, logic-based modelling may be required to capture the depth of
human understanding of temporal structures and that music is an ideal testbed,
as it is a specifically human phenomenon, lower dimensional than other do-
mains such as video, and largely independent of semantic considerations and
constraints.
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